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The equation

We consider 
ut(t, x)− ux (t, x) =

∫ L

0
g(x , y)u(t, y) dy

u(t, L) = U(t)

u(0, x) = u0(x),

t ∈ (0,T ),

x ∈ (0, L),
(1)

where :
T > 0 is the time of control and L > 0
is the length of the domain.

u0 is the initial data and u is the state.

g ∈ L2((0, L)× (0, L)) is a given kernel.

U ∈ L2(0,T ) is a boundary control.
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An application : PDE-ODE systems

Example borrowed from A. Smyshlyaev and M. Krstic (2008) :
ut(t, x)− ux (t, x) = v(t, x),

u(t, L) = U(t),

u(0, x) = u0(x),


vxx (t, x)− v(t, x) = u(t, x),

vx (t, 0) = 0,

v(t, L) = V (t).

t ∈ (0,T ),

x ∈ (0, L).

Can we find U,V as functions of u, v such that, for some T > 0,

u(T , ·) = v(T , ·) = 0 ?

(remark : u(T , ·) = 0 =⇒ v(T , ·) = 0).

First, we solve the ODE :

v(t, x) =
cosh(x)
cosh(L)

(
V (t)−

∫ L

0
u(t, y) sinh(L− y) dy︸ ︷︷ ︸

Fredholm

)
+
∫ x

0
u(t, y) sinh(x − y) dy .︸ ︷︷ ︸

Volterra

If we have 2 controls : take V such that v(t, 0) = 0 : Volterra integral.
If we have 1 control (V = 0) : Fredholm integral.
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Abstract form of (1)

Let us rewrite (1) in the abstract form in L2(0, L) :{ d
dt

u = Au + BU, t ∈ (0,T ),

u(0) = u0,

where the unbounded operator A is

Au = ux +
∫ L

0
g(·, y)u(y) dy ,

with domain D(A) =
{
u ∈ H1(0, L)

∣∣ u(L) = 0
}
, and B ∈ L(C,D(A∗)′) is

〈BU, z〉D(A∗)′,D(A∗) = Uz(L).

We can show that, there exists a unique solution (by transposition)

u ∈ C0([0,T ]; L2(0, L)).
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Notions of controllability

u0

u1
u(T ; 0)

u1

= u(T ;U)

0

= u(T ;U)

u(T ;U)

u1 ε

Figure – Uncontrolled trajectory

u0 : initial state, u1 : target,
u(T ;U) : value of the solution to (1) at time T with control U.
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Notions of controllability

u0

u1

u(T ; 0)
u1 = u(T ;U)

0

= u(T ;U)

u(T ;U)

u1 ε

Figure – Trajectory controlled exactly

u0 : initial state, u1 : target,
u(T ;U) : value of the solution to (1) at time T with control U.
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Notions of controllability

u0

u1

u(T ; 0)

u1

= u(T ;U)

0 = u(T ;U)

u(T ;U)

u1 ε

Figure – Trajectory controlled to 0

u0 : initial state, u1 : target,
u(T ;U) : value of the solution to (1) at time T with control U.
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Notions of controllability

u0

u1

u(T ; 0)

u1

= u(T ;U)

0

= u(T ;U)

u(T ;U)

u1 ε

Figure – Trajectory controlled approximatively

u0 : initial state, u1 : target,
u(T ;U) : value of the solution to (1) at time T with control U.
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Notions of stabilization

Stability (U(t) = 0) : We say that (1) is

exp. stable if the solution u with U(t) = 0 satisfies

‖u(t)‖L2 ≤ Mωe−ωt , ∀t ≥ 0, (2)

for some ω > 0 and Mω > 0.

stable in finite time T if the solution u with U(t) = 0 satisfies

u(t) = 0, ∀t ≥ T . (3)

Stabilization (U(t) = Fu(t)) : We say that (1) is

exp. stabilizable if (1) with U(t) = Fωu(t) is exp. stable.

rap. stabilizable if this holds for every ω > 0.

stabilizable in finite time T if (1) with U(t) = Fu(t) is stable in finite time T .
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References on the stabilization of (1)

We know that :
In general, (1) is not stable.

(1) is stabilizable in finite time T = L, if

g(x , y) = 0, x ≤ y (Volterra Integral
∫ x

0
dy).

A. Smyshlyaev and M. Krstic (2008)
(1) is stabilizable in finite time T = L, if

g is small enough.
or

g(x , y) = g2(y) with 1−
∫ L

0
g2(y)

(∫ L

y
e−λ0(x−y) dx

)
dy 6= 0, where λ0 =

∫ L

0
g2(y) dy .

F. Argomedo-Bribiesca and M. Krstic (2015)
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Main result and consequences

Theorem

Assume that :
There exists θ ∈ H1(T+) ∩ H1(T−) such that (a.e.) :

θx (x , y) + θy (x , y) +
∫ L

0
g(y , σ)θ(x , σ)dσ = g(y , x),

θ(0, y) = 0, θ(L, y) = 0,
x , y ∈ (0, L).

(E)

Then, (1) is stabilizable in finite time T = L if, and only if,

ker(λ− A∗) ∩ kerB∗ = {0} , ∀λ ∈ C. (Fatt)

Assumption (E) is satisfied in many cases : g small, g Volterra, g with separated variables,...

T = L is the optimal time of control : for g = 0 (1) is controllable/stabilizable in finite time T if, and only if, T ≥ L.

(E) and (Fatt) are different.

In the finite dimensional case, (Fatt) characterizes the rap. stabilization.
Known as "Hautus test" although the work of Hautus (1969) is posterior to the work of Fattorini (1966).
(Fatt) also characterizes the rap. stabilization of parabolic systems, (M. Badra et T. Takahashi (2014)).

(Fatt) can fail for an arbitrary large number of λ.

Important corollary : all the notions of controllability/stabilizability are equivalent, under assumption (E).
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G. Olive (IMB) Stabilization of integro-differential equations 8 / 20



Basic idea of Backstepping and finite dimension

Find F and P such that{ d
dt

u = Au + B (Fu) ,

u(0) = u0.
(initial system)

transformation P←−−−−−−−−−−

{ d
dt

w = A0w ,

w(0) = w0.

(target system)

where :
The target system is stable.
P is invertible.

Formally, (P,F ) has to satisfy
AP + BFP = PA0. (4)

In the finite dimensional case, taking A0 = A− λ with λ > 0 large enough, we have

Theorem (J.-M. Coron (2015))
If (A,B) is controllable, then there exists a solution (P,F ) to (4). Moreover, this solution is
unique if

PB = B.
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Choice of target system

For equation (1), we choose as target system
wt(t, x)− wx (t, x) = 0,

w(t, L) = 0,

w(0, x) = w0(x),

t ∈ (0,+∞), x ∈ (0, L), (5)

which is stable in finite time T = L :

w(t, ·) = 0, ∀t ≥ L.
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Choice of the transformation

We look for P : L2(0, L) −→ L2(0, L) in the form

P = Id− K ,

where, additionally, K is an integral operator with kernel k :

u(t, x) = w(t, x)−
∫ L

0
k(x , y)w(t, y)dy , (Fred-transfo)

Goal : Find k such that :
(Fred-transfo) maps (5) on (1).
(Fred-transfo) is invertible.

The feedback law F will then be given by the trace at x = L :

Fu = −
∫ L

0
k(L, y)(P−1u)(y) dy .

This kind of transformation (Fredholm) has already been used in :
J.-M. Coron and Q. Lü (2014) for the rap. stabilization of a Korteweg-de Vries equation.
J.-M. Coron and Q. Lü (2015) for the rap. stabilization of a Kuramoto-Sivashinsky equ.
F. Argomedo-Bribiesca and M. Krstic (2015) for (1).
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Formal derivation of the kernel equation
Derivating (Fred-transfo) w.r.t t gives

ut(t, x) =wt(t, x)−
∫ L

0
k(x , y)wt(t, y)dy

=wx (t, x)−
∫ L

0
k(x , y)wy (t, y) dy

=wx (t, x) +
∫ L

0
ky (x , y)w(t, y) dy −HH

HHHH

k(x , L)w(t, L)︸ ︷︷ ︸
=0

+ k(x , 0)w(t, 0).

Derivating (Fred-transfo) w.r.t x gives

−ux (t, x) = −wx (t, x) +
∫ L

0
kx (x , y)w(t, y)dy .

On the other hand,

−
∫ L

0
g(x , y)u(t, y) dy =

∫ L

0

(
−g(x , y) +

∫ L

0
g(x , σ)k(σ, y) dσ

)
w(t, y) dy .

As a result, k has to satisfy the following kernel equation :ky (x , y) + kx (x , y) +
∫ L

0
g(x , σ)k(σ, y)dσ = g(x , y),

k(x , 0) = 0.
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The equation of the adjoint kernel
Let us introduce the adjoint kernel

k∗(x , y) = k(y , x).

Then, k∗ has to verify
k∗x (x , y) + k∗y (x , y) +

∫ L

0
g(y , σ)k∗(x , σ)dσ = g(y , x),

k∗(x , 0) = U(x), (well posed for every U),

k∗(0, y) = 0,

x , y ∈ (0, L).

There is an infinite number of choices for the kernel.

y

x
0

L

L

k∗(0, y)

–
–
–
–
–
–
–
–
–
–

U(x)
/ / / / / / / / / /

PROBLEM : not every corresponding (Fred-transfo) is invertible.
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Assumption (E)

With the assumption (E), we assume that there exists U such that the solution to
k∗x (x , y) + k∗y (x , y) +

∫ L

0
g(y , σ)k∗(x , σ)dσ = g(y , x),

k∗(x , 0) = U(x),
k∗(0, y) = 0,

x , y ∈ (0, L),

satisfies the final condition
k∗(L, ·) = 0.

We will prove that (Fred-transfo) is then invertible, if (Fatt) holds.

G. Olive (IMB) Stabilization of integro-differential equations 14 / 20



Invertibility of the transformation

We want to prove that P = Id− K is invertible. Clearly,

Id− K is invertible ⇐⇒ Id− K∗ is invertible.

Since K∗ is compact, by the Fredholm alternative

Id− K∗ is invertible ⇐⇒ N = ker(Id− K∗) = {0} ,

and
dimN < +∞.

We can establish that :
N ⊂ kerB∗, thanks to the final condition k∗(L, ·) = 0.
N is stable by A∗, thanks to the kernel equation and N ⊂ kerB∗.

Since N is finite dimensional, A∗|N has at least one eigenfunction : A∗ξ = λξ, ξ ∈ N, ξ 6= 0. Thus,

ξ ∈ ker(λ− A∗) ∩ kerB∗,

but
ξ 6= 0,

a contradiction with (Fatt).
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u = Pw versus w = Qu.

Let us denote Q = P−1. Then Q is also a Fredholm transformation :

Q = Id− H,

with

Hu(x) =
∫ L

0
h(x , y)u(y) dy .

Moreover, the kernel h satisfieshx (x , y) + hy (x , y)−
∫ L

0
g(σ, y)h(x , σ)dσ = −g(x , y),

h(x , 0) = 0, h(x , L) = 0,
x , y ∈ (0, L).

REMARK : this transformation is always invertible.
Deduction : the existence should be more difficult (one has to use (Fatt) at some point).
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An example : separated variables

Let us treat the case
g(x , y) = g1(x)g2(y).

In this case, there exists a solution to θx (x , y) + θy (x , y) +
∫ L

0
g(y , σ)θ(x , σ)dσ = g(y , x),

θ(0, y) = 0, θ(L, y) = 0,
x , y ∈ (0, L),

and that (Fatt) is equivalent to∫ L

0
e−λxg1(x)

(∫ x

0
eλyg2(y) dy

)
dx 6= 1, ∀λ ∈ Z(g2),

where Z(g2) =
{
λ ∈ C :

∫ L
0 eλyg2(y) dy = 0

}
.
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An example : separated variables

If we assume
g(x , y) = g1(x),

then (Fatt) is equivalent to

1
λk

(
λ0 −

∫ L

0
e−λk xg1(x) dx

)
6= 1, ∀k 6= 0 (k ∈ Z), (6)

where λk = 2kπ
L i for k 6= 0 and λ0 =

∫ L
0 g1(x) dx .

Moreover, (6) has to be checked only for a finite number of k since

1
λk

(
λ0 −

∫ L

0
e−λk xg1(x) dx

)
−−−−−→
k→±∞

0.

On the other hand, (6) can fail for an arbitrary large number N of k. For instance :

g(x , y) = g1(x) =
2
L

N∑
k=1

2kπ
L

sin
(2kπ

L
x
)
.
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An example : separated variables

Finally, if
g(x , y) = g2(y),

then (Fatt) is equivalent to
∫ L

0
eλ0yg2(y) dy 6= 0 si λ0 6= 0,

−
∫ L

0
y g2(y) dy 6= 1 si λ0 = 0,

where λ0 =
∫ L
0 g2(y) dy .

Equivalent to the condition of F. Argomedo-Bribiesca and M. Krstic (2015)
The kernels are different :

θ(x , y) =


∫ x

0
g2(y) dy , si (x , y) ∈ T+,

−
∫ L

x
g2(y) dy , si (x , y) ∈ T−,

6= θ(x , y) =
∫ x

0
e−λ0(x−y)g2(y) dy ,

(unless λ0 = 0).
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An example : separated variables
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Open problems

Does the kernel equation (with zero final condition) always possess a solution ? Is it unique if
(Fatt) ?

Is a L2-regularity of the kernel enough to ensure the invertibility ?

What about coupled systems of integro-differential equations (using less controls than
equations) ?

Thank you for your attention !
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